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Abstract-Current development in both hardware and 
software has allowed large scale data acquisition. 
Typical statistical and data mining methods (e.g., 
clustering, regression, classification and frequent 
pattern mining) work with “static" data sets, meaning 
that the complete data set is available as a whole to 
perform all necessary computations. Digital world is 
growing as much faster beyond the thinking. Every 
digital process produces and uses lots of data on daily 
basis. We must need to store that data production into 
future uses format. So many digital equipment and 
sensor network produce the very precious data stream. 
Data steam consist variant parameters that are 
correlated with each other. In this paper, we proposed 
the method to cluster the unsupervised data stream to 
uncorrelated supervised cluster based on Principal 
component analysis. It mines dynamically changing 
sensor streams for states of system. It can be used for 
detecting the current state and as well as predicting the 
coming state of system. So, in this way, we can monitor 
the behaviour of the system so that any interesting 
events, such as anomalies or outliers can be found out. 

Keywords: data stream, unsurprised, principal 
component analysis, clustering algorithm 

INTRODUCTION 
Data Streams are temporally ordered, fast changing, 
massive and potentially infinite. Unlike traditional datasets, 
data streams flow in and out of a computer system 
continuously and with varying update rates. It may be 
impossible to store an infinite data stream or to scan 
through it multiple times due to its tremendous volumes. 
Data Stream algorithms face many challenges, and have to 
satisfy constraints such as bounded memory, single-pass, 
real-time response & concept drift. Thus, the classification 
& clustering data streams with these constraints is a 
challenging problem. 
Latest technology can generate huge quantity of sensor data 
continuously. Even though a single object like smart phone 
can generate continuous data stream in large amount from 
its sensor. So it’s very challenging to define the cluster of 
continuous generated data stream because the definition of 
cluster may change time to time when data is even 
continuously changes. As an instance, the definition of 
object’s may change when he or she walking, running or 
simple moving, for the condition person may get older that 
effect on motion sensor data. 
Clustering of data stream is challenging because of limited 
memory and unbound less of data stream. Now a day’s 

number of data clustering algorithm is present but these are 
not suitable for clustering of contextual sensor data stream. 
In this paper we proposed MPCA-GA algorithm; the name 
“MPCA-GA” is attributed to modified principal component 
analysis of the distribution of data stream which are used to 
detect dynamically data stream and clustering it. Well 
known methods like k-means clustering, linear regression, 
decision tree induction and the APRIORI algorithm to find 
frequent itemsets scan the complete data set repeatedly to 
produce their results. However, in recent years more and 
more applications need to work with data which are not 
static, but are the result of a continuous data generating 
process. Data streams are ordered and potentially 
unbounded sequences of data points created by a typically 
non-stationary data generating process. 
Nevertheless, dealing with huge amount of data poses a 
challenge for researchers, due to the limitations of current 
computational resources. For the last decade, we have seen 
an increasing interest in handling and managing these 
massive, unbounded sequences of data that are 
continuously generated at rapid speed over the period of 
time, the so-called data streams. More formally, a data 
stream S is a large sequence of data objectsX1, X2,…, XN, 
that is, ܵ={ܺi} where ݅ =1 to ܰ, which is potentially 
unbounded (ܰ⟶ ∞). Each data object is described by an n-
dimensional attribute vectorܺi = [ݔi

ଵݔ,1
௜ ଶݔ,

௜ ௡௜ݔ,…, ], it is an 
attribute space omega that can be continuous, categorical, 
or mixed. 
Data stream mining is very popular research area that has 
recently emerged to find knowledge from large amounts of 
continuously generated data. Such as from network flows, 
sensor data and web click stream. Examination and mining 
of such kind of data has been become very hot topic. 
Detecting hidden patterns in data stream give a great 
challenge for cluster analysis.  
The main goal of clustering is to group the stream data and 
give some meaningful classes. Clustering problem needs to 
be defined carefully in this area. This is because a data 
stream should be viewed as an infinite process of 
continuously evolving data over time. For example, in 
network monitoring data, the TCP connection records of 
LAN (or WAN) network traffic, form a data stream. User 
network connection pattern often change gradually over 
time. 

LITERATURE REVIEW 
Clustering is a widely studied problem in the data mining 
literature. However, it is more difficult to adapt arbitrary 
clustering algorithms to data streams because of one-pass 
constraints on the data set. 
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Abdulhakim Qahtan, et al, Detecting changes in 
multidimensional data streams is an important and 
challenging task. In this paper they present the new frame 
work to detecting abrupt changes in multidimensional data 
streams. The framework is based on projecting data on 
selected principal components. On each projection, 
densities in reference and test windows are estimated and 
compared. Then a change-score value is calculated by one 
of the divergence metrics. By treating all selected PCs with 
equal importance, the maximum change-score among 
different PCs is considered as the final change-score [1]. 
Xiangliang Zhang, et al, Dealing with non-stationary 
distributions is a key issue for many application domains, 
e.g., sensor network or traffic data monitoring This method 
focuses on learning a generative model of a data stream, 
with some specific features: the generative model is 
expressed through a set of exemplars, i.e., actual data items 
as opposed to centroids in order to accommodate complex 
(e.g., relational) domains;  the generative model is available 
at any time, for the sake of monitoring applications; the 
changes in the underlying distribution are detected through 
statistical hypothesis testing. to deal with this kind of 
problem they developed affinity propagation algorithm 
with the combination of statistical change detection. The 
proposed algorithm is known as STRAP [2].In this 
proposed algorithm STRAP aims at clustering data streams 
with evolving data distributions. Paul Voigtlaender, The 
DenStream algorithm [3] consists of an online part, which 
maintains a set of micro-clusters as a summarized 
representation of the data distribution, and an offline part, 
which generates the final clusters on demand. The 
DenStream algorithm uses the damped window model [4] 
to express the idea that recent data objects more accurately 
mirror the current data distribution than older ones. Philipp 
Kranen, They propose a parameter-free stream clustering 
algorithm ClusTree [5] that is capable of processing the 
stream in a single pass, with limited memory usage. It 
always maintains an up-to-date cluster model and reports 
concept drift, novelty, and outliers. Moreover, their 
approach makes no apriori assumption on the size of the 
clustering model, but dynamically self-adapts. For handling 
of varying time allowances, we propose an anytime 
clustering approach. Anytime algorithms are capable of 
delivering a result at any given point in time, and of using 
more time if it is available to refine the result. For 
clustering, this means that our algorithm is capable of 
processing even very fast streams. Charu C. Aggarwal, et 
al, The CluStream methodology may be a methodology of 
clustering data streams, supported the conception of 
microclusters [8]. Microclusters are data structures that 
summarize a collection of instances from the stream, and 
consists of a collection of statistics that are simply updated 
and permit quick analysis. D-Stream [7] is a framework to 
clusterstream data that is work on a density-based 
approach. The algorithmic uses an online part that maps 
every input file record into a grid and an offline part that 
computes the grid density and clusters the grids supported 
the density. The algorithmic rule adopts a density decaying 
technique to capture the dynamic changes of an information 
stream. Exploiting the knotty relationships between the 

decay issue, data density and cluster structure, our 
algorithmic rule will expeditiously and effectively generate 
and change the clusters in real time.  
 

PROPOSED WORK 
Here we tend to propose MPCA-GA, a unique data-stream 
clustering algorithm for dynamically detecting and 
managing sequential temporal contexts. MPCA-GA takes 
into account the properties of sensor attached data streams 
in order to accurately conclude the present concept, and 
dynamically detect new contexts as they occur. Moreover, 
the algorithm is proficient of detecting point anomalies and 
can operate with high velocity data streams. 
 
The Context Model  
Here PCA captures the relationship of correlation between 
the dimensions of a collection of observation kept in ݉×݊ 
matrix ܺ, where m is the number of observations and ݊ is 
the number of attributes in the stream. When we apply PCA 
on ܺ it gives two ݊×݊ matrices; one is the diagonal matrix 
ܸ which consists of Eigen values and the other is an 
orthonormal matrix ܲ which consists of Eigen-vectors 
(a.k.a. principal components). The Eigen vectors ݌ଵሬሬሬԦ  , ݌ଶሬሬሬሬԦ, 
 ௡ሬሬሬሬԦ  oriented according to the correlation of ܺ and from݌ ,....
a basis in ࡾn  which is centered on ܺ. The Eigen values of 
ܸ are arranged from highest to lowest variance and their 
respective Eigen vectors which are stored in ܲ are ordered 
accordingly. In other words, ݌ଵ	ሬሬሬሬሬԦ  is the direction of highest 
variance in the data (with σ12) from the mean of the 
collection ܺ.  
Here we define the contribution of a particular component 
 పሬሬሬԦ  as the percent of total variance it describe for the݌
collection X. 

௫ݐ݊݋ܿ ൌ
௜ߪ
ଶ

∑ ௝ߪ
ଶ௡

௝ୀଵ
 

 
By collecting only these PCs, we effectively compile the 
distribution and focus on our future calculation on the 
dimensions of interest. 
 
Merging Model  
There are lots of cases when we make changes in MPCA-
GA parameters and by doing this we will create several 
models for the memory space of the main system. In worst 
situation (݇௖೔=݊) the memory required for matrix ݅ܯ is 
(݉݊) and for the context model ܿ௜ it is (n2) for matrix ܣi. So 
total memory space needed for MPCA-GA is (|2݊)|ܥ + 
݉݊)). 
To overcome the memory limit drawback, we tend to 
propose that if we detect a new context and memory limit is 
reached, then we will merge two models into one new 
model. For selecting which model we have to merge,  

 
,൫ܿ௜݃ݎ݁݉ ௝ܿ൯ ൌ ܿ௟ 

Where model ܿ௜ and ௝ܿ is merged into a new context model 
ܿ௟. We are accomplishing this in two ways. One method is 
to equally interleave the primary ݉ observations of ܯ௜ and 
  .௟ܯ ௝ into newܯ
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Similarity Scores  
For calculating the similarity score, we use similar method 
that SIMCA used; therefore we use Mahalanobis distance 
to retain only the top ݇ PCs of that distribution for finding 
point’s statistical similarity to a distribution. For producing 
this score we first do zero-meaning at the point to that 
distribution, after that it is transformed into that 
distribution, then we take top ݇ PCs and transforming it 
onto the distributions, and then by computing the 
magnitude of resulting point’s. Formally, for distribution of 
ܿ݅ the similarity of point ݔԦ is 

݀௖೔ሺݔԦሻ ൌ∥ ሺݔԦ െ ௜ܣ௜ሻߤ ∥ 
From the ellipsoid shapes extended from distribution and 
according to their variance in every direction, we can see 
the necessity of performing Mahalanobis distance.  
 
Detection of New Context  
A main functionality of the MPCA-GA algorithm is to 
detect a new context which is unseen previously. From 
Definition 4, contexts are implicit to have static 
distribution, but they may have changed progressively over 
the period of time as it is subjected to concept drift. 
Therefore, ܵ that is generated by distribution of data, not 
fits in any contexts present in ܥ for a constant ݐmin time 
ticks. By seeing this we can say that these ݐmin  observations 
comprise a new context, and modeled for future use. A new 
context is like finding a new model in our dataset which is 
unseen we can understand this by example in KDD dataset 
we seen some unseen attacks.  
To follow these activities, a new concept is introduced 
called “drift buffer”. Let the name of drift buffer be ܦ and 
it has a length of ݐmin. When ܦ is filled without disturbance 
(i.e. should ܦ ൌ ሼݔԦt-tmin,......,	ݔԦt} then the contents present in 
 is emptied for creating a new context model, and it is set ܦ
as current context ܿt. In case of fractional drift (i.e. ܦ will 
not completely fill, yet ݔԦt fits some context in ࡯) we can 
say that ܵ is experience a wider limit of ܿt, consequently we 
empty ܦ in ܿt. 
 
Algorithm: MPCA-GA{ܵ}  
Input parameters {߮,min,݉,ߩ}  
Anytime Outputs: {ܿt,݀௖ሺݔ௧ሬሬሬԦሻ}  
  (ߩ,݉,tmin,ܵ) ← ࡯ .1
2. ܿt ← ܿ1 
   Ø ← ܦ .3
  ݌݋݋݈ .4

  (ܵ)௖ሬሬሬറ← nextݔ .4.1
 ௖ሬሬሬԦሻݔ௖ሺ݀ ← ݏ݁ݎ݋ܿݏ 4.2
4.3. ݅ ← I݊des_Of_Min(ݏ݁ݎ݋ܿݏ)  
4.4. ݂݅ scores(݅)< ߮  

  ((ܦ)݌݉ݑܦ,iܿ)Model_݀݌ܷ .4.4.1
  (௖ሬሬሬറݔ,iܿ)Model_݀݌ܷ .4.4.2
4.4.3. ܿt ← ܿi 

4.5. Else  
4.5.1. insert(ݔ௖ሬሬሬറ, D)  
  ݊݅݉ݐ ==(ܦ)݄ݐ݈݃݊݁ ݂݅ .4.5.2
4.5.3. ܿt ← ܿi 

  ݌݋݋݈ ݀݊݁ .5
 

RESULT AND ANALYSIS 
Dataset and Test Performance  
The proposed method implements in MATLAB R2013a 
and tested with very reputed data set from UCI machine 
learning research center. In the research work, I have 
measured CR (Correct Rate), ER (Error Rate), PPV 
(Positive Predictive Value), NPV (Negative Predictive 
Value), PL (Positive Likelihood) and NL (Negative 
Likelihood) of Clustering. To evaluate these performance 
parameters, it has been used three datasets from UCI 
machine learning repository namely glass dataset, banana 
dataset and forest fire dataset. Out of these three dataset, 
one is small dataset namely glass dataset and other one is 
large dataset namely as banana dataset. Here the 
comparisons result tested on the basis of vary chunk size 
and measure the various result parameters shown in the 
comparisons tables. Here the performance of the proposed 
work is better as compared to the existing technique. The 
proposed work takes less time as compared to the existing 
technique and the proposed work reduced error rate as 
compare to the existing method. Following are the result 
comparisons of both methods:   
Comparison table for the PCA and MPCA-GA method on 
the basis of given different chunk size and find the value of 
CR, ER, PPV, NPV, PL and NL.  

COMPARISON TABLE 

 
Table 1: Show that the calculated result of feature selection 
on different chunk size on the basis of two methods PCA 
and MPCA-GA for glass data set. 

 
Figure 1: shows that the comparison graph correct rate of 

both methods PCA and MPCA-GA for glass data set 

 
Figure 2: Shows that the comparisons graph between error 
rate of both methods PCA and MPCA-GA for glass data 

set. 
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Figure 3: Shows that the comparisons graph between PL of 

both methods PCA and MPCA-GA for glass data set 
 

Comparison table for the PCA and MPCA-GA method on 
the basis of given different chunk size and find the value of 
CR, ER, PPV, NPV, PL and NL. 
 

COMPARISON TABLE 

 
 
Table 2: Show that the calculated result of feature selection 
on different chunk size on the basis of two methods PCA 
and MPCA-GA for banana data set. 
 

 
 

Figure 4: Shows that the comparisons graph between 
Correct Rate of both methods PCA and MPCA-GA for 

banana data set 
 

 
Figure 5: Shows that the comparisons graph between Error 
Rate of both methods PCA and MPCA-GA for banana data 

set 

 
Figure 6: Shows that the comparisons graph between PL of 

both methods PCA and MPCA-GA for banana data set 
 

CONCLUSION 
Most techniques assume that the true label of a data point 
can be accessed as soon as it has been classified by the 
clustering model. Thus, according to their postulation, the 
existing model can be updated without delay using the 
labeled instance. In reality, one would not be so lucky in 
obtaining the label of a data instance immediately, since 
manual labeling of data is time consuming and costly. We 
claim two major contributions in novel class detection for 
data streams. First, we propose a dynamic selection of 
boundary for outlier detection by allowing a slack space 
outer the decision boundary. This space is restricted by a 
threshold, and the threshold is modified all the time to 
reduce the risk of false alarms and missed novel classes. 
Modified Principal Component Analysis is very efficient 
data mining tool for data clustering. Data clustering is 
challenging task in the field of clustering. Evaluation of 
new feature creates a problem in feature selection during 
the clustering process of modified Principal Component 
Analysis. 

SCOPE OF FUTURE WORK 
 The proposed method Modified 
Principal Component Analysis solved the problem of 
feature evaluation and concept evaluation. The controlled 
feature evaluation process increases the value of correct 
rate and reduces the error rate. The genetic algorithm 
optimization cluster faced a problem of right number of 
cluster, in future used self optimal clustering technique 
along with other optimization technique is as particle of 
swarm optimization, continuous orthogonal ant colony 
optimization etc. 
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